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Abstract
Hydrology is strongly precipitation-dependent and hence hydrological modeling and forecasting requires ac-
curate precipitation input for good performance. Hydrological climate change impact assessment thus requires 
good estimates of future precipitation. Climate modeling is the main means of estimating future precipitation, 
but it is seldom possible to directly use the precipitation output from climate models for meaningful hydro-
logical simulation. This is because (i) climate model precipitation is generally biased, i.e. it deviates from obser-
vations in a historical reference period, and (ii) the model grid cells are often far larger than catchments, which 
creates scale effects. In this paper we give an overview of how climate model precipitation differs from observa-
tions in Sweden, at different scales. Then two approaches to bias correction and downscaling that has been 
developed and applied within HYDROIMPACTS2.0 are described: Delta Change and Distribution-Based 
Scaling. We close the paper with some reflections on on-going and future research directions.
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Sammanfattning
Hydrologi är starkt nederbördsberoende och alltså kräver hydrologisk modellering och prognosering korrekta 
nederbördsdata för att ge ett bra resultat. En bedömning av klimatförändringens påverkan på hydrologiska 
processer kräver således bra uppskattningar av den framtida nederbörden. Klimatmodellering är det huvudsak-
liga sättet att uppskatta framtida nederbörd, men det är sällan möjligt att använda nederbördsutdata direkt från 
klimatmodeller för meningsfull hydrologisk simulering. Detta beror på att (i) klimatmodellernas nederbörd har 
systematiska fel, d.v.s. den skiljer sig från observationer i en historisk referensperiod, och (ii) klimatmodellernas 
gridceller är ofta avsevärt större än avrinningsområden, vilket skapar skaleffekter. I denna artikel ger vi en över-
sikt av hur nederbörden från klimatmodeller skiljer sig från observationer i Sverige, på olika skalor. Därefter 
beskrivs två olika angrepp för korrigering av systematiska fel samt nedskalning till avrinningsområdesskala som 
utvecklats och använts inom HYDROIMPACTS2.0: Delta Change och Distribution-Based Scaling. Vi avslu-
tar artikeln med några reflektioner kring pågående och framtida forskningsinriktningar.
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1 I ntroduction
Hydrology is very closely linked to climate, as variations 
in river discharge and lake water levels are mainly con-
trolled by the recent development of meteorological 
variables. Thus any changes in the climate will directly 
affect hydrological processes. Precipitation is considered 

the main hydrological driver and therefore changes in 
the precipitation regime are of particular importance.
  The main tools for obtaining estimates of future pre-
cipitation are General Circulation Models (GCMs; also 
called Global Climate Models), that simulate the climate 
of the Earth on a coarse grid based on prescribed forcing 
in terms of e.g. solar radiation and greenhouse gas con-
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centrations. Often, Regional Climate Models (RCMs) 
are used to increase the level of detail in the result for 
specific regions. The description of the precipitation 
process in GCMs and RCMs is basically the same as in 
the atmospheric models used for day-to-day weather 
forecasting, modified to allow for continuous, long-term 
simulation. 
  Generally, the physics behind precipitation genera-
tion are extremely complex, involving interacting pro
cesses over a wide range of scales. Even if the state of the 
atmosphere is perfectly known, numerically specifying 
exactly under which conditions precipitation will be 
formed is very difficult. In practice the state of the 
atmosphere must always be approximated with large 
uncertainty, which of course makes precipitation estima-
tion even more difficult. Also the grid scale of the mod-
els imposes limitations. Large-scale precipitation fields 
(e.g. associated with fronts) can be explicitly represented 
in the climate models. Smaller-scale fields (e.g. associat-
ed with local convection), on the other hand, cannot be 
explicitly resolved in the coarse grids but needs to be 
parameterized, i.e. expressed as a function of the grid 
scale conditions. In summary, simulating precipitation 
is very challenging.
  As climate models normally describe a generalized cli-
mate, on a specific historical day (or even when averaged 
over a month (or even a year)) simulated meteorological 
variables will always differ from the observed values. 
However, when averaged over very long periods (30 
years or more) they should agree reasonably well for the 
climate model to be considered reliable. Climate models 
generally perform better for e.g. air pressure and tem-
perature, but because of the difficulties outlined above, 
and others, the simulated precipitation will often differ 
substantially from observations even over very long peri-
ods (model bias). It must be emphasized that also pre-
cipitation observations have uncertainties and that it is 
difficult to create suitable data with which to compare 
climate model output. As the latter is expressed as large-
scale averages, observations from stations are normally 
interpolated to gridded fields in order to be comparable. 
This interpolation requires assumptions of how precipi-
tation varies with e.g. altitude and wind characteristics.
  Because of the close link between precipitation and 
hydrological processes, even a limited climate model 
bias can substantially affect hydrological response. For 
example, a quite small but continuous overestimation of 
winter precipitation (as snow) may build up a far too 
thick snow cover, which may produce a drastically over-
estimated spring flood when temperature rises. Besides 
regional-scale bias, also the climate model grid scale lim-
its the applicability in hydrological modeling. Catch-
ments are often far smaller than the model grid size and, 
if so, the average grid cell precipitation values from the 
model will underestimate the variability (and extremes) 

at the catchment scale. In light of these limitations, there 
is a need to develop and apply methods for post-process-
ing climate model precipitation data prior to using them 
in hydrological modeling. This post-processing may in-
clude only a bias adjustment but often this is combined 
with a downscaling to the relevant catchment scale.
  Bias adjustment and downscaling of climate model 
precipitation have been main activities in the research 
project HYDROIMPACTS2.0. The main objectives of 
this paper are (i) to give an overview of how climate 
model precipitation differs from observations in Swe-
den and (ii) to describe methods for bias adjustment 
and downscaling that have been developed and used 
within HYDROIMPACTS2.0. Before these sections, a 
general description of climate models and their repre-
sentation of precipitation is given. In the end of the 
paper, some remarks on future developments in this 
field are included.

2  Climate model precipitation
GCMs are the most advanced tools used in climate-re-
lated studies. They are physically-based models that in-
tegrate various components of the climate system such 
as the ocean, the atmosphere, the land and the sea ice via 
a number of mathematical equations. They are designed 
to reproduce the large-scale evolution of the climate sys-
tem by accounting for the internal and external driving 
forces and feedbacks in the climate system. As such, 
GCMs can be used to study the climate in the past and 
the present, and help us to understand the anthropo-
genic influence on the future climate as well as the as-
sociated uncertainties of the changing climate. 
  Typically, GCMs run at a horizontal resolution of 
hundreds of kilometers (250–600 km) and generate re-
sults at 10 to 20 vertical layers in the atmosphere over 
the globe (sometimes 20 layers in the ocean). The mod-
els are capable of incorporating complex processes in the 
global system and produce outcomes at continental and/
or hemispheric spatial scales and at monthly temporal 
scales. They are, however, still weaker in representing the 
local sub-grid features and dynamics (Houghton et al., 
2001), for instance, cloud formation and moist conven-
tion. The coarse resolution as well as incomplete under-
standing of small-scale physical processes is one source 
of uncertainty in GCM simulated precipitation under 
past, present and future climate. 
  In climate research, different types of emission 
scenarios are used to assess the long-term impact of at-
mospheric greenhouse gases and pollutants based on 
assumptions of population growth, economic develop-
ment level, etc. Scenarios previously approved by the 
IPCC include SA90 (IPCC, 1990), IS92 (Leggett et al., 
1992) and SRES (Nakicenovic et al., 2000). The latest 
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scenarios developed by the research community are de-
noted by Representative Concentration Pathways (RCPs; 
van Vuuren et al., 2011). There are four RCPs defined 
by their level of the total radiative forcing pathway in the 
year 2100, and are representative for the existing litera-
ture about emission scenarios. The definition of the 
RCPs allows for a parallel development of new socio-
economic, technical and policy scenarios that provide 
insights into the impact of policy decisions on the future 
climate (van Vuuren et al., 2011). 
  To tackle the weakness of GCMs, dynamical down
scaling (DD) has been developed since decades. DD is a 
process-based method using a limited-area, high-resolu-
tion climate model to derive small-scale information. 
There are three commonly used DD approaches (Rum-
mukainen, 1997; Rummukainen, 2010):

–	 Running a Regional Climate Model (RCM) with the 
coarse GCMs output as geographical or spectral 
boundary conditions

–	 Performing global-scale experiments with a high-res-
olution atmospheric global model using the coarse 
GCMs as initial and partial boundary conditions

–	 Using variable-resolution global models that enable 
to run at the high-resolution over the area of interests

To date, RCMs become more attractive because of their 
localized, high-resolution outputs, and because of being 
consistent with large-scale GCM simulation. TheRCM 
runs on a regional scale using GCM’s output or re-anal-
ysis data (see Section 2.1 below) as its initial and bound-
ary conditions. No feedback from the nested model to 
the GCM is considered. A RCM normally outperforms 
a GCM with respect to representing local climate, due 
to (i) a better representation of geographical features 
such as orography due to the finer spatial resolution 
(25–50 km) and (ii) a better description of the physical 
processes by means of e.g. sub-grid scale parameteriza-
tion and more detailed land surface schemes (Giorgi and 

Marinucci, 1996; Hagemann et al., 2009; Samuelsson 
et. al., 2010). Both GCMs and RCMs are affected by 
physically-based model disadvantages. In fact, the model 
weaknesses caused by an incomplete understanding of 
the physics governing the atmospheric systems are more 
significant that those caused by using a coarse resolution 
(Risbey and Stone, 1996). Biases in the RCM statistics 
of key hydro-meteorological variables such as precipita-
tion are often clear (e.g. Kotlarski et al., 2005; Key et al., 
2006). 

2.1 I nitial and boundary conditions of RCMs 
As described in the previous section, RCMs are com-
monly used to dynamically downscale the results of 
GCMs, i.e. increase the resolution of climate simula-
tions by using more detailed descriptions of processes 
and geographical properties. Thus the initial conditions 
as well as the conditions at the RCM domain boundaries 
are given by GCM output. However, in order to assess 
RCM performance it is also possible to use initial and 
boundary conditions that reflect the actual, observed 
states of the atmosphere as closely as possible. Typically, 
a meteorological re-analysis is used for this type of obser-
vation-based forcing, e.g. ERA-40 (Uppala et al., 2005). 
In a meteorological re-analysis, atmospheric observa-
tions (of e.g. pressure, winds, temperature, humidity 
and precipitation) are assimilated into gridded fields by 
using an atmospheric model. Thus a re-analysis repre-
sents model output but it is supposed to be the best pos-
sible estimation of the historical states of the atmosphere 
in any point in time and space. 
  There are some notable differences between the two 
types of RCM forcing, i.e. GCM and re-analysis. In the 
former case, any deviation from observed climate in a 
historical reference period is a combined effect of uncer-
tainties in both the GCM and the RCM. In the latter 
case, however, deviations only reflect the RCM uncer-

Table 1. RCP description and citations (IPCC).

	 Description	 *IA Model	 Publication – IA Model

RCP8.5	 Rising radiative forcing pathway leading 	 MESSAGE	 Riahi et al. (2007)
	 to 8.5 W/m2 in 2100.		  Rao and Riahi (2006) 

RCP6	 Stabilization without overshoot pathway 	 AIM	 Fujino et al. (2006) 
	 to 6 W/m2 at stabilization after 2100		  Hijioka et al. (2008) 

RCP4.5	 Stabilization without overshoot pathway 	 GCAM (MiniCAM)	 Smith and Wigley (2006)
	 to 4.5 W/m2 at stabilization after 2100		  Clarke et al. (2007)
			   Wise et al. (2009) 

RCP2.6	 Peak in radiative forcing at ~ 3 W/m2 	 IMAGE	 van Vuuren et al. (2006; 2007)
	 before 2100 and decline

*IA Model = Integrated Assessment Model
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tainty (provided that the re-analysis is close to reality, 
which is generally assumed) which may thus be assessed 
and quantified. Further, GCMs have the freedom to de-
velop their own climate, which possibly deviates from 
the observed one regarding the day-to-day and up to 
decadal variability. Re-analysis-based forcing, on the 
other hand, ensures that observed weather sequences are 
reproduced in the RCM simulations. 

3 S ystematic deviations from 
observations

As discussed above, climate model precipitation typically 
deviates from observations. The deviation may be mani-
fested in long-term mean values and/or variability and 
extremes. The deviation need not be the same for differ-
ent aspects, e.g. extreme values in climate model pre-
cipitation may deviate more from observations than 
long-term means. Further, the deviation includes contri-
butions from different sources at different scales, as 
touched upon in Section 1. At the regional scale, devia-
tions may be considered pure model bias. At the local 
scale, however, deviations also reflect the difference in 
scale between the climate model grid size and the catch-
ment area. This scale difference may have a small impact 
on long-term means, unless the catchment differs sub-
stantially from the grid box average with respect to e.g. 
altitude. The scale difference will, however, always sub-
stantially affect variability and extremes which are 
strongly area-dependent. In a hydrological context, this 
scale effect may be small for large catchments with slow 
temporal fluctuations but large for small, fast-respond-
ing catchments with a pronounced diurnal variability. In 
the sections below, deviations at different scales are ex-
emplified and discussed.

3.1 T he regional scale 
At Rossby Centre, SMHI, systematic deviations from 
observations in Pan-European simulations with the re-
gional model RCA3 (Samuelsson et al., 2010) run at 
resolution 50×50 km have been estimated (Kjellström et 
al., 2011; Nikulin et al., 2011), and here we focus on the 
results for Sweden. As the reference data used is a data 
base of interpolated precipitation observations on the 
same grid as the RCA3 model (E-OBS; Haylock et al., 
2008), no scale effect is present but the results reflect 
pure model bias.
  When forced with ERA-40, total winter precipitation 
in RCA3 is generally within ±20 % of the observed 
(Kjellström et al., 2011; Fig. 3). In a region in the 
Swedish mountains, however, an overestimation up to 
50–100 % was found. In summer there is a systematic 

overestimation in essentially all of Sweden, generally be-
low 50 % but in the mountains reaching 100 %. An area 
with a small negative bias was found in western Sweden. 
  Concerning GCM forcing, the results from six RCA3-
simulations forced with different GCMs were averaged 
in Kjellström et al. (2011). In winter, RCA3 systemati-
cally overestimates precipitation in entire Sweden, gen-
erally between 20 % and 60 % but in some places more. 
As the bias is substantially larger than when RCA3 was 
forced by ERA-40, this indicates that the GCMs add 
bias. In summer, however, the result from the GCM-
based ensemble is very similar to the ERA-40 driven 
run. Thus, in this case bias seems to be mainly related to 
the RCA3 model.
  In terms of daily maximum precipitation, expressed 
as 20-year values (i.e., that occurs on average once every 
20 years), RCA3 generally overestimates this value in 
winter, normally by up to 20–30 % but regions with 
both higher values and underestimations were found 
(Nikulin et al., 2011; Fig. 4). In summer the values are 
within ±20 % of the observed values in all Sweden, ex-
cept in the northern mountains where an overestimation 
of up to almost 100 % is indicated. The differences be-
tween the ERA-40-based and the GCM-based simula-
tions are overall small, implying that bias is mainly re-
lated to RCA3. 

3.2 T he catchment scale
In a Swedish context, the term “catchment scale” repre-
sents a wide range of sizes. Whereas the largest rivers 
have a total catchment area of 20 000 – 30 000 km², 
single sub-catchments may be < 1 km². In terms of hy-
drological modeling, in the most recent version of the 
HYPE model (Lindström et al., 2010) set-up for Sweden 
(S-HYPE) the country is divided into ~40 000 sub-
catchments with a mean size of ~10 km². Here, we 
mainly consider catchments on the order of 1000–2000 
km², i.e. below the typical RCM grid size. 
  An estimate of the average precipitation over a catch-
ment is uncertain as it is generally based on data from 
only a few observation stations in, near, or at least not 
too far away from the catchment. In the case of wide-
spread precipitation over a flat catchment simple inter-
polation procedures such as Thiessen weighting may be 
reasonably accurate, but in case of localized precipita-
tion fields or strong altitudinal gradients the interpolat-
ed estimate will be much more uncertain. In more ad-
vanced spatial interpolation of precipitation, factors 
such as altitude and wind speed are taken into account 
which improves the catchment-scale estimates. At 
SMHI, this procedure is used to produce the so-called 
PTHBV data base with gridded (4×4 km), daily fields of 
precipitation and temperature (Johansson, 2002). This 
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is the main reference data used for assessing the system-
atic deviations of catchment-scale precipitation in cli-
mate model output.
  At this daily resolution, simulated precipitation is 
normally characterized with two weaknesses: (i) spuri-
ous drizzle and (ii) inaccurate frequency distribution of 
precipitation intensity, which are shown as an overesti-
mated frequency of wet period, as compared with obser-
vations. For many Swedish catchments, the bias in mean 
basin precipitation is shown as a higher percentage of 
wet days (i.e. < 50 %) and higher annual precipitation 
amount (i.e. > 70 %) (e.g., Yang et al., 2010). The biases 
differ from season to season, with the largest overestima-
tion in spring and summer. The bias in precipitation, 
along with bias in temperature in winter and early spring 
can lead to large hydrological modeling errors in the ac-
cumulation of snow and subsequent snowmelt.

3.3 T he point scale
In a hydrological context, point scale precipitation (i.e. 
as observed in one single station) is relevant for the very 
smallest catchments, and especially those located in an 
urban environment with a high degree of impervious 
surface that makes flow response to (liquid) precipita-
tion extremely fast. Urban hydrological modeling and 
design is based on statistical analyses of single-station 
precipitation data, i.e. the point intensity is assumed to 
be the catchment average intensity. The fast response 
means that very short time steps must be considered, in 
the modeling and consequently also in the precipitation 
input data. Often time steps of single minutes are used 
and the precipitation input comes from tipping-bucket 
gauges that allow precipitation events to be sampled up 
to a resolution of seconds. 
  In this case, there is always a clear mismatch in spatial 
resolution between the RCM grid size and the point pre-
cipitation data. Concerning time scale, RCMs can often 

provide output on time steps of 15–30 min, which may 
be sufficient in urban hydrological climate change im-
pact assessment, but because of the discrepancy in spa-
tial scale there are large differences in temporal variabil-
ity. This is schematically illustrated in Figure 1, showing 
30-min precipitation during a 1-month period. Point 
observations are very intermittent with short and “spiky” 
events. In RCM data on a 50×50 km grid, on the other 
hand, events become longer and smoother with far low-
er peaks. In a statistical sense, the time series are totally 
different and it is obvious that the hydrological response 
will be different, too. 
  It is clear that urban hydrological climate change im-
pact assessment requires estimation of precipitation at a 
spatial resolution higher than that of today’s RCMs, and 
the development towards higher-resolution RCMs is 
very fast. For example, the RCA3 model has been run on 
resolutions from 50×50 km down to 6×6 km, using 
ERA-40 as initial and boundary conditions. In Figure 2, 
10-year Intensity-Duration-Frequency (IDF) curves for 
Göteborg derived from RCA3 grid cell time series are 

Figure 1. Illustration of the difference 
between 30-min precipitation as repre-
sented in point observations and in an 
RCM with 50×50 km grid size.

Figure 2. 10-year IDF-curves derived from observations and  
from ERA-40-driven RCA3-simulations with grid sizes between 
50×50 km and 6×6 km.
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compared with the curve derived from observations for 
durations between 30 min and 1 day. It appears that 
when using a grid size of ~10 km or below, the simulated 
extremes can agree well with observations, even at sub-
hourly time scales. Principally similar results have been 
indicated also for other locations in Sweden but further 
studies are required to e.g. investigate regional differ-
ences and produce uncertainty estimates. 

4 B ias correction and downscaling
The systematic deviations shown in the previous section 
will to some extent affect hydrological simulations that 
use climate model precipitation as input, and generally 
decrease the agreement with observed discharge as com-
pared to using observed precipitation as input. This may 
not be a major problem, as long as the mean level and 
variability of the simulated discharge and water levels 
stay within a range that is physically realistic and accept-
able with respect to structural limitations in terms of  
e.g. flood bank heights and dam crests. It is, however, 
not uncommon that the result from hydrological simu-
lations with climate model precipitation as input is out-
side this acceptable range, which makes any meaningful 
climate change impact assessment virtually impossible.
  One solution to this problem is to use only relative 
future changes in precipitation characteristics from the 
climate model results, and apply these changes to his-
torical observations in order to generate more realistic 
estimated future precipitation data. Thus how well the 
climate model represents historical climate does not 
matter, i.e. model bias is not considered. This approach 
is known as Delta Change, DC (Section 4.1). 
  Another possibility is to statistically adjust the climate 
model precipitation towards the observed characteris-
tics, prior to the hydrological modeling. This is known 
as the Model Output Statistics (MOS) approach 
(Maraun et al., 2010). In this approach, climate model 
results are compared with observations in a long enough 
historical reference period and mathematical transfor-
mations are developed that when applied to the climate 
model data make them agree with observations in a sta-
tistical sense. The same transformations are finally ap-
plied to future climate projection data. This type of sta-
tistical adjustment is generally termed “bias correction”. 
The expression implies that the reference observations 
are correct in the sense un-biased, but as this can be sel-
dom verified but only assumed, “bias adjustment” is a 
more proper expression (i.e. the RCM data are adjusted 
to reproduce observations including any bias they may 
have with respect to the “true” precipitation). However, 
as “bias correction” is the established term, we use it 

here. The MOS approach is here represented by the Dis-
tribution-Based Scaling method (Section 4.2). 
  By transformation using e.g. DC or MOS, meaning-
ful hydrological simulation generally becomes possible, 
but it must be emphasized that the approach is far from 
problem-free. In the case of Delta Change, important 
aspects of the future change risk to be missed when de-
signing the way observations are modified. In the case of 
statistical adjustment, it is not certain that the transfor-
mation developed for a historical period is valid also for 
future periods. Further, when modifying climate model 
simulated variables, inter-variable dependencies may be 
disturbed and physically unrealistic conditions might 
occur. Despite these, and other, limitations, statistical 
post-processing of climate model precipitation is essen-
tially always done in connection with hydrological cli-
mate change impact studies. In Section 4.3 some exam-
ples of how post-processing of climate model precipita-
tion may improve hydrological simulation are given. 

4.1 D elta Change
In the simplest possible version of Delta Change (DC), 
an estimate of the future relative change in total precipi-
tation amount over all seasons, e.g. 15 % increase, is ap-
plied to a historical precipitation time series by multi-
plying all values by 1.15 (DC factor). Such approaches 
were made already in the early days of climate modeling 
(e.g. Niemczynowicz, 1989). However, as the change is 
normally different at different times of the year, using 
seasonal or monthly DC factors is now common prac-
tice (e.g. Hay et al., 2000).
  One limitation of the basic DC approach is that fu-
ture relative changes may depend on the precipitation 
statistic considered. In particular, the future estimated 
changes in extremes may differ substantially from the 
changes in total amounts. The change may even be of 
different sign, such as in summer the total precipitation 
may decrease but the highest intensities increase (e.g. 
Olsson et al., 2009). This suggests that intensity level 
need to be considered in a more advanced DC proce-
dure. In Semadeni-Davies et al. (2008), separate DC 
factors are used for low (“drizzle”) and high (“storm”) 
intensities. In Olsson et al. (2009), DC factors were ex-
pressed as a function of the frequency distribution per-
centile. 
  A further limitation in the DC approach is that pre-
cipitation frequency is assumed not to change, i.e. all 
dry periods in the historical data remain dry and all wet 
periods remain wet (although with a different amount). 
However, in climate model projections it is not uncom-
mon that the frequency of precipitation changes between 
the reference and future periods. Ntegeka et al. (2008) 
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developed a DC version with the possibility to randomly 
add or remove wet periods to allow for frequency chang-
es in the procedure. Olsson et al. (2012) argued that 
changes in frequency are generally related to changes in 
the number of events occurring, rather than changes in 
their duration. They developed a frequency adjustment 
approach based on adding or removing “representative 
events” from the historical data.

4.2 D istribution-Based Scaling
Distribution-Based Scaling (DBS) aims to adjust sys-
tematic bias in GCM/RCM outputs whilst preserving 
the temporal variability in meteorological variables re-
sulting from climate projections. Comparable to other 
well-known quantile-mapping methods (Piani et al., 
2010; Themeßl et al., 2010), DBS implements paramet-
ric distributions to describe the variables of interest to 
correct the variable outside the reference period. Addi-
tionally, co-variation between precipitation and tem-
perature is taken into consideration.
  Adjusting precipitation is a two-step process: (i) days 
with precipitation lower than a calibrated threshold are 
changed to 0 mm to remove ‘drizzle’ generated by 
GCM/RCM, thus the simulated and the observed 
number of wet days are matched; (ii) the simulated pre-
cipitation amount is transformed to the observed value 
that has the same non-exceedance probability of a fitted 
double-gamma distribution. With the DBS tool, normal 
and extreme precipitation events are separated by a 95th 
percentile value calculated from the whole precipitation 

series. Their respective main properties are captured by 
individual distribution parameters. 
  Considering the dependency between precipitation 
and temperature, the systematic bias in temperature is 
presently adjusted conditioned on the wet or dry state of 
the day. The conditioned temperature is described by a 
normal distribution whose distribution parameters, the 
mean and the standard deviation, are smoothed using a 
15-day moving window and described by Fourier series. 
Details can be found in Yang et al. (2010).
  Hydrological climate change impact studies may re-
quire bias correction of a large ensemble of RCM projec-
tions over large regions or even continents. To facilitate 
application of the DBS procedure to large amounts of 
RCM data, a “DBS production environment” has been 
developed at SMHI (Figure 3). After the predictor (i.e. 
the simulated data) and the predictand (i.e. the reference 
observations) have been specified, interpolation to com-
mon temporal and spatial scales is performed. Then the 
DBS adjustment parameters are calculated for the his-
torical reference period. An important step is to analyze 
the result of the parameter fitting, to verify the accuracy 
of the result. There are several pitfalls in automatically 
applying DBS to arbitrary data, such as the risks of hav-
ing too few data points for accurate fitting or that the 
double-gamma distribution is a poor approximation at 
the specific location. Checks for such cases are included 
in the procedure. When the DBS fitting has been veri-
fied, the adjustment is applied to future data and the 
result may be directly evaluated in terms of e.g. descrip-
tive statistics or graphical presentation.

Figure 3. Schematic of the DBS production environment at SMHI.
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4.3 H ydrological impacts
Figure 4 shows schematically, what effects a bias in the 
meteorological input data from the climate models 
could have on the projection hydrological impacts. Most 
impact models are non-linear. Therefore, depending on 
the offset to which the same climate change signal in the 
meteorological input data is applied, the impacts in the 
hydro-climatic projections might have a different mag-
nitude. The strongest non-linearities are threshold proc-
esses in the impact model (e.g. snow/rain temperature 
transition). When such thresholds are present, a bias-
correction is highly important to get a better estimate of 
the hydro-climatic impacts.
  Case studies in catchments in all parts Sweden have 
shown that the runoff simulated using raw precipitation 
and temperature from RCM simulations deviates con-
siderably from observed runoff. The deviation is mainly 
manifested in an overestimation of the runoff during the 
entire year. The overestimation was most pronounced 
during the spring flood for the northern catchments 
where overestimation could be at most above 100 %, be-
cause of an overestimated depth of the snow pack. The 
large biases in both runoff and snow depth were almost 
entirely eliminated using DBS-adjusted precipitation 
and temperature. Bias reduction is, on average, 90 % for 
runoff and 87 % for snow depth (Yang et al., 2010). 
Similar findings have been reported by e.g. Graham et 
al. (2007) and Veijalainen et al. (2012). 
  However, even though that RCM bias correction gen-
erally greatly improves runoff simulation, this does not 
mean that all bias is eliminated. For example, as DBS 
and similar methods focus on the frequency distribution 
of individual values, any deviations from observations 

with respect to patterns in temporal sequences are likely 
to remain in the RCM data also after the correction (or 
even be amplified). The frequency and length of wet and 
dry spells may still differ from observations, and this 
may lead to runoff biases that are not apparent in a gen-
eral evaluation. Dahné et al. (2013) found indications 
that even after DBS application, the contributions to 
total flow from different flowpaths in RCM-driven run-
off simulations differed from observation-driven simula-
tions. Remaining bias in temporal sequences were put 
forward as one source of the discrepancy. 

5  Future outlook
We conclude the paper with an overview of some on-
going and future research directions related to climate 
model precipitation and hydrological impacts. 

•	 Although bias correction methods such as DBS have 
been established in hydrological impact studies, there 
is clear a need for further validation and development. 
Open issues include: How to ascertain that bias cor-
rection does not negatively affect spatial correlations 
as well as relationships with other meteorological vari-
ables? How to correct biases also in temporal sequenc-
es, i.e. the characteristics of and alternations between 
wet and dry spells? How to correct a negative bias in 
precipitation frequency, i.e. create new precipitation?

•	 Generally, hydrological impacts are estimated using a 
model calibrated against observations. This calibra-
tion often includes a simple form of precipitation bias 
correction to make simulated runoff totals agree with 
the observed. Alternatively, one possibility is to cali-

Offset (Bias)
  X              X

Offset (Bias)
  X              X

Y2

Y1

Y2

Y1

Figure 4. Scheme explaining the effect of biases (offsets) in the meteorological climate change signal on the hydrological impacts. DX rep-
resents a climate change signal which, depending on the bias (offset) in the modelled climate state, is transformed in the a hydrological 
climate impact signal DY1 and DY2. Left: a case of a slightly non-linear impact model, Right: a case with a strong non-linearity, i.e. a 
threshold.



229VATTEN · 4 · 13

brate the hydrological model against RCM data and 
use a more advanced bias correction, such as the DBS 
method, in the calibration step.

•	 In the climate modeling community, there is a very 
active on-going development of a new generation of 
RCMs with a spatial resolution (2–4 km) which is 
high enough to resolve e.g. individual convective pre-
cipitation fields. This makes it possible to better de-
scribe the small-scale variability and may lead to 
smaller biases overall. However, the simulations are 
extremely computationally demanding and it will take 
many years before ensembles of regional projections 
with such a high resolution will become available.
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